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ABSTRACT 

 
  Facial expressions play important in 

communicating with others people as expressing 

feelings or emotions. On the detection of facial 

expression can be segmentation process to separate 

the object contained in faces image including: eyes, 

nose and mouth. Segmentation method can be used is 

a Viola and Jones. In case of the introduction facial 

expressions using the method Markov Stationary 

Feature – Vector Quantization (MSF-VQ) without 

segmentation and use testing method Confusion 

Matrix get an accuracy 97.01%. In this research the 

data used in this research consisted of Training Data 

and Testing Data, a total data of 2205 images data 

obtained from 42 peoples. Data’s include: 21 peoples 

expressions happy, sad, angry, disgust, scared and 

surprised, and 21 other peoples expressed neutral. 

Each data taken is 15 images per person. This 

research topic “the influence of segmentation Viola 

and Jones against features MSF-VQ to recognize 

facial expressions” helping with learning machines 

Multiclass Support Vector Machine and kernel linear 

influencing in faster training and testing datas and get 

better accuracy in the process recognizing facial 

expressions, get an accuracy 100% on recognition of 

facial expressions and an increase of 2.99%. 

 

Keywords: Facial Expressions, Segmentation, Viola 

and Jones, Markov Stationary Feature, Vector 

Quantization, Support Vector Machine, Testing, 

Confusion Matrix, Feature Extraction. 

 

1. INTRODUCTION 
 Facial expressions play an important role in 

communicating with others as an expression of 

feelings or emotions [1]. On detection of facial 

expressions to do the segmentation process that aims 

to separate objects contained in the face image 

include: eyes, nose and mouth, andsegmentation 

usually used in the field of human computer 

interaction and data-driven animation, especially on 

the segmentation of the facial image, are used to 

partition the digital image face into several segments 

or pixels that aims to simplify or change the 

representation of a facial image becomes easier to 

analyze [2] , 

 The studies have been done about the 

segmentation include: Conan perform face detection 

research based segmentation using the color model 

template Matching on moving objects get an accuracy 

of 65% [3], Douglas conducts research on the 

segmentation of the face using skin-color map on a 

videophone application to get an accuracy of 82% [4]. 

 Based on research conducted by Chandra using 

methods Viola and Jonesget an accuracy of 90.99% 

to detect a face objects [5]. Research by Dharani on 

Human Segmentation Using Haar-Classifier get an 

accuracy of about 93% [2] and a thesis by Fascal 

implementation Stationary Markov Feature - Vector 

Quantization For Facial Expressions Recognition get 

an accuracy of 97.14% [6]. Therefore research on the 

Effect of Segmentation Viola and Jones against 

Markov Stationary Features Feature - Vector 

Quantitazion in cases of facial expression 

recognition, in order to simplify the research area of 

the object face by using segmentation method viola 

and jones. 

 

2. RESEARCH CONTENT 
2.1. Analysis Methods 

The analysis methods used have two processes 

including a process of training and testing process. 

The training process is used to train the training data 

and the testing process used for testing of the training 

data on the test data, the following is the flow of the 

system in this study: 
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Picture 1, Flow system 

From the analysis of the methods below is an 

explanation of the flow of the system: 

 

2.1.1 Training process 

The training process is done for the training 

process input data in the form of training and then 

through the image preprocessing process, viola and 

jones segmentation, feature extraction feature 

stationary Markov - vector quantization and Training 

Support Vector Machine. For the stages of the 

training process as follows: 

 

2.1.1.1. preprocessing 

preprocessingis the stage to change the image 

size to be smaller then change color image (RGB) into 

a grayscale image and image smoothing prior to 

segmentation and feature extraction. The stages as 

follows: 

 

1. Resize Image 

Resize Image used to change the image size 

becomes smaller. This process is used so that the 

calculation process is faster and does not spend much 

temporary storage memory, the following calculation 

process: 

 

ResizeW = w × SkalaResize   (1) 

ResizeH = h × SkalaResize (2) 

 

Information: 

ResizeW = The size of the new image width (width) 

ResizeH = Length of the new image (height) 

w Width = size of the original image (width) 

h = Length of the original image (height) 

 

2. grayscale 

The process of converting a grayscale or color 

image (RBG) of gray image to aim to change the RGB 

image into a single value. For example as follows: 

  

Picture 2, grayscale 

The process of changing the RGB image into 

grayscale image, using the following calculation: 

 

grayscale = 0:29 × R + G + B × × 0:59 0:11 (3) 

 

Information: 

R: value of the pixels of red (Red) 

G: value of green color pixels (Green) 

B: the value of a pixel in blue (Blue) 

 

3. Image Smoothing 

Image smoothing process used to change the 

image to become softer with use as a convolution 

methods of calculation, where this method is a 

process for obtaining a pixel based on the pixel value 

of the pixel itself and its neighbors, with the 

involvement of a matrix called karnel representing 

weighting. The calculation process of smoothing the 

image using a median filter. 

𝒉(𝒙, 𝒚) =
𝟏

𝒎𝒏
∑𝒎−𝟏

𝒙=𝟎 ∑𝒏−𝟏
𝒚=𝟎  (4) 

Information:  

h (x, y)  = filter h (Median filter)   

n       = Number of lines in filter h (Median filter)  

m     = Number of columns on the filter h (Median 

filter)   

x    = Coordinates of the location of the image at 

point x  

y   = Coordinates of the location of the image at 

point y 

Grayscale image is defined as f (x, y), then use 

karnel 33 for image smoothing process as h (x, y) and 

the value of the convolution of f (x, y) on a grayscale 

image, as follows:× 

 
The following steps to change the image 

becomes more refined to the value f (x, y) as follows: 

i. Select f (x, y) size 33, starting from the top left 

corner to the bottom right,× 

ii. Then replaced the pixel values of the center 

position with the pixel values after convolution 

calculation process, 

iii. Next slide pixels 33 of the pixel to the right and 

did until the final pixel value, and× 

iv. For the pixel values which are on the side of 

right, left, up and down or pixels outside the pixel 

value of fixed or previous pixel value of the pixel 

grayscale value. 

2.1.1.2. Segmentation Viola and Jones 

The segmentation process is used to separate the 

object with the background needed to narrow the 

study area on the face of the object is focused on the 

mouth, eyes and nose object. Following stages: 

 

1. Haar-Like Feature 

Haar-Like Featurea technique for detecting an 

object in the image in a way to compartmentalize each 

pixel is called the base imagery ranging from the top-

left to bottom right, the process is carried out to search 

if there are facial features in the image. In the Viola 

and Jones algorithm, there are several types of 



 

 

features that can be used as edge-feature, Line feature, 

and Four-rectangle feature. 

 
Picture 3, Illustration haar-like feature 

 

2. integral image 

integral Image used for object detection process, 

for the calculation process using the integral image 

using a faster and more accurate results, calculations 

obtained from the pixel values in haar feature, then 

calculated the value of the integral image with the 

following formula: 

 

(5) 

Information: 

s (x, y)    = The value of the penjumlahan of each 

pixel. 

i (x, y)    = an intensity value obtained from the 

pixel values of the input image. 

s (x-1, y)  = The pixel values of the axis x,  

s (x, y-1)   = The pixel values of the axis y, 

s (x-1, y-1) = merupakan diagonal pixel value. 

 

The following integral calculation process image: 

 
Picture 4, The pixel values of a feature. 

 

i. Calculation of the pixel (36.57): 

 
Picture 5, The pixel values (36.57) 

Pixel intensity values (36.57), dani (x, y) = 98 

i (x, y)  = 98 

s (x-1, y)  = 0 (outside the boundaries of the matrix) 

s (x, y-1)  = 0 (outside the boundaries of the matrix) 

s (x-1, y-1)  = 0 (outside the boundaries 

of the matrix) 

s (x, y)   = 98 + 

0 + 0-0 = 98. 

 

The calculation is performed up to the last pixel, 

get the value of the integral image as follows: 

 
Picture 6, Results integral image 

 

Then do the calculation to find a specific region 

on the image as follows: 

 
Picture 7, Calculate pixels in a certain area 

The calculation process by summing the pixels in 

the region D with the following formula: 

 

D = L1 + L4 - (L2 + L3)  (6) 

 

3. Adaptive booster 

Adaptive boosteris a technique used to combine 

many weak classifier and form a combined classifier 

better. By using algorithms adaboost an image is then 

detected again, perhitungannya as follows: 

The initial weight: 𝒘𝒋𝒚𝒊
= 

𝟏

𝟐𝒎
, 𝒘𝒕𝒚𝒊

= 
𝟏

𝟐𝒍
  (7) 

information: 

w = classifier week 

m  = The number of positive image 

l  = Number of negative image 

t  = Index of iterations of a positive image 

j = Iteration index of the negative image 

ℎ𝑡(𝑥)   = The value of a positive image features 

ℎ𝑗(𝑥) = Value of the negative image features 

 

To get the value of the error rate in each weak 

classifier, then on any feature of the process is done 

as follows: 

i. Calculate the value of the initial weight: 

The initial weight = 𝑤1,0 = 
1

2×4
= 0.125, 𝑤1,1 = 

1

2×1
 

= 0.5 

Specify a positive image, to process the object 

peteksian or not: 

 

a. Positive image to-1 

 
Picture 8, Positive image to-1 

Calculation: 

a) ℎ𝑡(𝑥)= | ((147 + 173) - (155 + 153)) - ((146 + 153) 

- (147 + 144)) | = | 12 - (- 8) | = 4 

b)  Values obtained error rate:  

∈𝑡= (0.125)|4 − 1| = 0.375 



 

 

Repeat until the entire positive image and 

generate error rate as follows: 0.375, 29.13, 31 875 

and 18.7. then select the smallest error rate is 0.375, 

where:𝛽𝑡 =
0.375

1− 0.375
=  0.6  

ii. Weights iteration 1 are: w2,1 = 0.375× 0.6 = 

0.225 

∈𝑡 = (+0.3750225) | 2-1 | = 0.6 

𝛽𝑡 = 
∈𝑡

1 −∈𝑡

=
0.6

1 −  0.6
=  1.5 

Repeat until iteration n <0 then the iteration 

stops, to get the results of the classification of the 

positive image using the following formula: 

𝐻(𝑥) =  {

1

0

∑ 𝛼𝑗ℎ𝑗 ≥
1

2
∑ 𝛼𝑡

𝑇
𝑡=1

𝐽
𝑗=1

𝑏𝑢𝑘𝑎𝑛 𝑜𝑏𝑗𝑒𝑘.
   (8) 

Where: 

𝛼𝑗 = log
1

𝛽𝑗
 ,  𝛼𝑡 = log

1

𝛽𝑡
 (9) 

Condition: 

If position = the result is 1 then the image of the 

object𝐻(𝑥) 
If position = the result is 0 then the image is not an 

object𝐻(𝑥) 

Information:  

𝐻(𝑥) = Strong stating Classifier or classification of 

objects or not. 

𝛼𝑗  = Level of learning was a positive image. 

𝛼𝑡   = Level of learning was negative image. 

𝛽𝑗 = The weight after error rate the negative 

image. 

𝛽𝑡  = The weight after the error rate in a positive 

image. 

ℎ𝑗 = weak or basic classifiers (beginning of 

classification) negative image. 

ℎ𝑡   = Weak or basic classifiers (beginning of 

classification) positive image. 

Determining the negative image is an object or 

not, as follows: 

 

a. The negative image 

 
Picture 9, The negative image 

The calculations are as follows: 

1. ℎ𝑗(𝑥)  = | ((173 + 192) - (193 + 171)) - ((193 + 

171) - (173 + 198)) | = | 1 - (- 7) | = 8 

2. Values obtained error rate: 

∈𝑗= (12:08) | 8-1 | = 0:58 

3. Weight value after error rate 

𝛽𝑗 =  
∈𝑗

1−∈𝑗
 Then = 1.38𝛽𝑗 =  

0.58

1−0.58
 

∈𝑡= () | 1:38 | = 3.281 + (1.38) 

After the first iteration, then updates the weights 

as follows: 

𝑤3,1 = 0:08 × (-1.462) = -0,115 

To find the value in use to determine if a negative 

image is the object sought or not, here are the 

results:𝐻(𝑥) =  ∑ 𝑎𝑗ℎ𝑗(𝑥) ≥
1

2

𝐽
𝑗 ∑ 𝑎𝑡

𝑇
𝑡  

 𝐻(𝑥) = 32.97984177 ≥ -0.069939543 

Because32.97984177 ≥ −0.069939543 is is 

true then the negative image of the object. 

 

4. Casecade Classifier 

Cascade classifier a method for combining 

classifier complex in a multi-storey structure and can 

improve the speed of detection of an object in an 

image focused on the image area likely only, and here 

is the process of cascade classifier: 

Clasifier 1 Clasifier 2 Clasifier 3Sub Citra Benar Benar Wajah

Bukan Wajah Bukan Wajah Bukan Wajah

Salah Salah Salah

 
Picture 10, Cascade Classifier 

From the haar clasified then generated an image 

that has been selected face, as shown below:  

 
Picture 11, Citra Detected 

 

5. Bounding Box haar-like feature 

This process is a process to find the object in the 

image as the object of both eyes, the object's nose and 

mouth object by marking the area to be used in the 

form of horizontal and vertical lines that make up the 

box on that object. Following the results of the search 

algorithm using Haar-like features [9]: 

 
Picture 12, The results of the detection image 

 

After that do the cutting process the image which 

already has a bounding box to separate objects that 

are not needed in the face image. Here's an example 

of a bounding box in the image: 

 
Picture 13, bounding box imagery 

 

Here's an example of the image that has been cut, 

by separating the objects used: 



 

 

 
Picture 14, The image that has been cut. 

 

6. thresholding 

By using thresholding to convert the image into 

a binary image [7], in this study the degree of gray 

values using the value 195, the value is taken from the 

previous image testing using tools help ImageJ [12].  

Basically, the process is changing quantization 

thresholding on the image, so as to do with the degree 

of gray thresholding using the following formula: 

𝒙 =
𝒘

𝒃
  (10) 

Information: 

w = The value of the degree of gray before 

thresholding. 

b  = Number of degrees of gray desired. 

x  = The value of the degree of gray after 

thresholding. 

Here are the results of the comparison image and 

the image is cut off after thrusholding stages, as 

follows: 

  
Picture 15, image thresholding 

 

2.1.1.3. Stationary Markov feature extraction 

Feature - Vector Quantization 

Stationary Markov feature extraction feature - 

vector quantization (MSF-VQ) is to compress the 

image and evoke every feature in the image to 

recognize expressions. Here are the stages: 

 

1. Method of Vector Quantization 

vector quantization (VQ) is used to compress the 

image so that the image quality is getting better and 

one lossy compression methods are most strongly 

with low calculation complexity [8] [10]. The 

following stages of the method VQ: 

a. Making the random codebook, with itisial as a 

codebook.𝐶𝐵0 

b. Add i = 0. 

c. Perform the following steps to each vector 

trainer: 

i. Calculate the Euclidean distance between 

vectors in the codebook latihdan. And the 

Euclidean distance is defined as follows:𝐶𝐵𝑖  

  (11) 

ii. Find the closest codeword  𝐶𝐵𝑖  

d. Separate codebook into column N. 

e. Calculate the average of each column to obtain 

the new codebook.𝐶𝐵𝑖  

f. Calculate the average distortion in, if amended 

by the smallest amount in the last iteration, the 

calculation is repeated until prosdur codebook 

stalled. If not i = i + 1 and proceed to phase 

3.𝐶𝐵𝑖+1 

 

2. Stationary Markov Feature 

Stationary Markov Feature (MSF) is used to 

generate feature on every expression of the image that 

has been processed to the stage Vector Quantization 

[11], while the stages as follows: 

Before the process of MSF, added blocks on each 

image to provide a filter like the filter of 3 × 3, 5 × 5 

and 7 × 7 is used for the weighting of feature 

extraction in the image, and the following is an 

example of using a filter of 3 × 3 in the image train : 

 
Picture 16, Filter 3 × 3 in the image 

 

a. Generating Co-Occurrance Matrix  

Generation co-occurance matrix is used to 

normalize the image feature extraction with practice 

by changing the pixel intensity values. By changing 

the image of train into 5-bit image value range 

between 0-32 bits, using the following formula: 

 

𝑪𝒊𝒕𝒓𝒂 𝑼𝒋𝒊 = 𝑵𝒊𝒍𝒂𝒊 𝑮𝒓𝒂𝒚𝒔𝒄𝒂𝒍𝒆 ∗
𝑵𝒊𝒍𝒂𝒊 𝑮𝒓𝒂𝒚𝒍𝒆𝒗𝒆𝒍

𝟐𝟓𝟓
 (12) 

 

Then do the calculation of all image values 

trainerbased on the angles used are,,, and 

004509001350 

 

b. Search Initial Distribution 

Search intial distribution through proper co-

occurance matrix diagonally, from top left to bottom 

right, so get initialization value matrix, then do the 

sum of values of diagonal and do averaging the value 

of the share to the total amount of the diagonal. 

c. Generation Markov Transition Matrix 

To generate Markov transition matrix using 

matrix computation of the co-occurance of the 

Markov transition matrix, determines value by using 

the following formula:𝑝𝑖𝑗 

𝑝𝑖𝑗 = 𝑐𝑖𝑗/ π ≈
1

𝐾
∑ 𝑐𝑖𝑗

𝐾
𝑖=1    (13) 

Information: 

𝑝𝑖𝑗   = as Markov transition matrix, 

𝑐𝑖𝑗  = Matrix of Initial Distribution 

𝐾 = The value of Initial Distribution. 

 

d. Finding Stationary Distribution 

To find the value of stationary distribution using 

Markov Chain calculation, by doing a search of the 

limit values, which 𝐴 =  lim
𝑛→∞

𝐴𝑛 𝐴𝑛 =
1

𝑛+1
(𝐼 + 𝑃 +

𝑃2 + ⋯𝑃𝑛) (14) 



 

 

Information: 

𝐼  = Is the identity matrix.  

n = The average value of each line.𝑎𝑖⃗⃗  ⃗𝐴𝑛 

Make perhitunggan on feature values using the 

following formula: 

π ≈
1

𝐾
∑ ᾱ⃗⃗ 𝑖𝑗

𝐾
𝑖=1 , Where   𝐴𝑛 = [𝑎1⃗⃗⃗⃗ , … , 𝑎𝑛⃗⃗ ⃗⃗ ]𝑇 (15) 

 

e. MSF Feature Generation 

MSF Feature Generation is a stage for 

normalizing the transition matrix is used to search for 

features MSF conducted to look for value𝑀𝑆𝐹⃗⃗⃗⃗⃗⃗ ⃗⃗  ⃗ =
 [𝜋(0), 𝜋]𝑇 (16) 

 

2.1.1.4. Training multiclass Support Vector 

Machine 

Multiclass suppport Vector Machine(M-SVM) is 

used to perform a binary classification, this method is 

selected because it includes methods that are popular 

and can divide the space into 2 classes vector positive 

and negative class. It is possible to use for the 

purposes of dividing into more than two classes [14]. 

The approach used methods One-Against-All (OAA), 

and follows the M-SVM: 

There are seven classes will be made on the 

training data, including: Unhappy with the label first, 

the label 2 Sad, Surprised by the label 3, Fear label 4, 

Angered by the label 5, Sick 6 and Neutral label by 

label 7. Here's the process M -SVM: 

a. M-SVM with label 1 will be given a positive sign 

(+1) and label 2, 3 label, the label 4 and label 5 is 

given a negative label (-1). If the result is positive 

grade (+1), the result is the label 1. If the result is 

negative (-1) then go to the loop b. 

b. M-SVM with label 2 will be labeled positive (+1) 

and label 1, label 3, 4 labels, and label 5 is given 

a negative label (-1). If the result is positive grade 

(+1), the result is the label 1. If the result is 

negative (-1) then looping up to the next class. 

In the training process, use the values of the 

features that have been obtained from the extraction 

process features as support vector value. 

Table1, Input Support Vector 

 
To find the value of the kernel using the kernel 

trick Linear, calculation kernel using the following 

formula: 

K(xi, x) =  xi
Tx (17) 

𝐾(yi, y) = 𝑦1
𝑇 𝑦 (18) 

To get the class of the value of the kernel, add up 

to the value of the support vector, using the following 

formula:K(xi, x)𝑥 

𝑥𝑖 = ∑ 𝑥𝑖
𝑇𝑥𝑗

𝑛
𝑗=1  (19) 

𝑦𝑖 = ∑ 𝑦𝑖
𝑇𝑦𝑗

𝑛
𝑗=1  (20) 

 

For value and that is a support vector value, 

then define:𝑥𝑖𝑦𝑖 

 

a. kernel Trick 

In value 𝑥𝑖 and have been found, then find the 

value of the kernel trick using the following 

formula:𝑦𝑖  

 

 (21)

 

  

b. Value 𝑎 

To determine the value by using the following 

formula:𝑎 

∑ 𝑎𝑖𝑇𝑖
𝑇𝑇𝑗

𝑛
𝑖=1,𝑗=1  (22) 

 

c. value Bias 

To determine the value of the bias by adding the 

number 1 in the Kernel Trick as follows: 

 𝑠𝑖 =
𝑥𝑖

𝑦𝑖

1
 (23) 

 

d. value hyperplane 

then determine hyperplane value using the 

following formula: 

𝑊 = ∑ 𝑎𝑖𝑠𝑖
𝑛
𝑖  (24) 

 

2.1.2. Testing process 
The testing process to test each image that has 

been trained, stages: preprocessing, segmentation 

viola and Jones, stationary Markov feature extraction 

feature - vector quantization and classification. In the 

testing process, the process of preprocessing, viola 

and jones segmentation, feature extraction feature 

stationary Markov - vector quantization, with the 

same process and following the training stage is the 

stage of classification in the testing process: 

1. Classification 

The classification process is a process of testing 

of the training image by using support vector value, 

then the value of that vector didistirbusikan using the 

following formula:  

(25) 

 

 

 

 

2.2. Performance Testing 

In performance testing using the Confusion 

Matrix [13] which is used to measure the performance 

at the time of classification. Tests conducted on the 

filter of 3 × 3, 5 × 5 and 7 × 7 in twice the testing 

process include: 

a. 100% training data and test data of 100%, and 

b. Training data as much as 80% and 20% of test 

data. 

Description of the data being tested as follows: 

the first test by using training data 100% and the test 

data of 100%, all the data that were tested had been 



 

 

trained previously as much as in 2205 the data, then 

the second test using training data 80% as much as in 

1764 the data and test data of 20 % who had 

previously trained as many as 441 data. 

 

2.2.1. Test result 

1. First Test 

a. Filter 3 × 3 

Table 2, Confusion Matrix filter 3 × 3 

 

 
Picture 17, Graph accuracy of the filter 3 × 3 

 

b. Filter 5 × 5 

Table 3, Confusion Matrix filter of 5 × 5 

 

 
Picture 18, Graph accuracy of the filter of 5 × 5 

 

c. Filter 7 × 7 

Table4, Confusion Matrix filter 7 × 7

 

 
Picture 19, Graph accuracy in filter 7 × 7 

 

2. Second Test 

a. Filter 3 × 3 

Table 5, Confusion Matrix filter 3 × 3 

 

 
Picture 20, Graph accuracy of the filter 3 × 3 

 

b. Filter 5 × 5 

Table 6, Confusion Matrix filter of 5 × 5 

 

 
Picture 21, Graph accuracy of the filter of 5 × 5 

 

c. Filter 7 × 7 

Table 7, Confusion Matrix filter 7 × 7 

 

 
Picture 22, Graph accuracy in filter 7 × 7 

The results of testing the accuracy by using the 

method of confusion matrix in 3 different filter 

accuracy of data obtained as follows: 

Table 8, Data Accuracy 

 
 

From the testing that has been done using the 

segmentation process, gain accuracy biggest filter 7 × 



 

 

7 with a value accuracy of 100% in the first test and 

the second while no segmentation process to get the 

accuracy biggest filter 7 × 7 with a value accuracy is 

97.01% on testing the first and the increase in the 

detection of facial expressions by 2.99% with the 

same filter. 

 

2.2.1.1. Speed Results 

While the ratio of the speed in the training process the 

data, the following data obtained by using 

segmentation and training time without segmentation: 

Table 9, Data speed 

 
 

3. FINAL 
After conducting tests on the effect of 

segmentation using the Viola and Jones to feature 

MSF-VQ in the case of recognition of facial 

expressions that have an influence on the speed of 

training and testing data faster and produces better 

accuracy in the process of recognition of facial 

expressions to get an accuracy of 100%. And to 

develop this study, it was given advice by using 

Markov Stationary Feature - Vector quantization, 

take advantage of Stationary Markov method Feature 

- Vector quantization on the video to recognize facial 

expressions directly on the case to recognize one's 

feelings or lie detector. 
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