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ABSTRACT 

 
Defend of the Ancients 2 or DOTA 2 is a game 

where the game consists of 2 teams, namely DIRE 

and RADIANT, each of which consists of 5 players. 

In this game, victory is determined by which team 

can destroy the ancient opponent first. Several 

factors can influence the outcome of a game, one of 

which is the team's playing style. These factors can 

be used as a reference to predict which team will 

win the game. To make predictions, this study uses 

the Logistic Regression method. Before the 

prediction is made, the optimal solution in the form 

of the best weight will be used to calculate the 

Logistic Regression calculation. To get the optimal 

solution, this research uses Multi-Swarm 

Optimization method. By combining the two 

methods, the optimal solution is obtained by using 3 

swarms, 15 particles, 40 iterations, the search space 

limit (-10.10), and the particle speed limit (-1.1), 

where the resulting accuracy is very good, that is 

95.76% for the lowest accuracy and 97.51% for the 

highest accuracy. These results indicate that the 

method used can produce optimal solutions. 

 

Keyword: Defend of The Ancients 2, Logistic 

Regression, Multi-Swarm Optimization, Prediction 

of Victory, Game 

 

1. INTRODUCTION 
1.1 Background 

Defend of the Ancients 2 or better known as 

DOTA 2 is a game with the MOBA genre 

(Multiplayer Online Battle Arena) where the game 

consists of 2 teams, namely DIRE and RADIANT, 

each of which consists of 5 players with each player 

playing a different character game (heroes). The two 

teams will destroy and defend each other's bases. 

The victory will be determined by which team can 

destroy the ancient opponent first. 

In this game, several factors can influence the 

outcome of a game such as character selection and 

team play style [1]. These factors can be used as a 

reference to predict which team will win the match 

based on match data that has been done before. 

Several studies have been done to predict victory 

in the DOTA 2 game. Zhengyao Li, Dingyue Cui, 

and Chen Li has been researching to predict a 

victory in the DOTA 2 game by comparing several 

algorithms based on team play style and producing 

Logistic Regression (LR) as the best model with an 

accuracy rate of 59.713% [2]. In another study, 

Nicholas Kinkade and Kevin Lim chose to compare 

character selection factors and playing styles using 

LR which resulted in an accuracy rate of 63% in 

character selection factors, and 73% in team play 

style factors [1]. However, the LR method does not 

have an analytical solution that can be used in 

solving linear equations to get the value of the 

parameters β0, ..., βk, so the numerical optimization 

method is used to solve the problem [3]. Subathra 

and Nedunchezhian in their research succeeded in 

increasing the accuracy of LR by 4.98% by 

combining it using Particle Swarm Optimization 

(PSO) in the case of alias classification [4]. While in 

McCaffrey's research using Multi-Swarm 

Optimization (MSO) which is a variant of PSO, 

McCaffrey concluded that MSO tends to produce 

more optimal results and can handle optimization 

problems better than PSO [5]. 

Based on this description, this research will use 

the Logistic Regression method with Multi-Swarm 

Optimization to predict victory in the DOTA 2 

game. 

 

1.2 Purpose 

Based on the description  that has been explained 

in the background before, the purpose of the 

objectives in this study are as follows: 

1.  To implement the MSO algorithm that is 

used to optimize the value of the parameters 

β0, ..., βk in the LR method. 

2.  To measure the accuracy of the application 

LR algorithm with MSO optimization in 

predicting DOTA 2 game victory. 

 

2. RESEARCH CONTENT 
The contents of this research contain 

explanations that covering research methods, The 

International, system architecture, normalization, 



 

 

Multi-Swarm Optimization methods, Logistic 

Regression methods, and test results. 
 

2.1 Research Method 

In this research, six stages are carried out, 

starting from the stage of problem formulation, data 

collection, method analysis which includes data 

normalization, MSO optimization, and LR 

prediction, application development, system testing 

and finally the conclusion. The following is a 

schematic of the method in this study can be seen in 

Figure 1. 

 

 
Figure 1. Research Method Scheme 

 

2.2 The International 

The International is one of the biggest 

tournaments in DOTA 2 games [6]. Each match 

result from the tournament will be used as a dataset 

in this research. The dataset used amounted to 1748 

data, 409 data from The International 2015 

tournament, 398 data from The International 2016 

tournament, 540 data from The International 2017 

tournament, and 401 data from The International 

2018 tournament. The data used were obtained with 

the API provided by the opendota [7]. The data is 

obtained during the game progresses. The attributes 

that will be used can be seen in Table 1. 

 

Table 1. Attributes on The International Data 

Attribut

e 

Informatio

n 

Attribut

e 

Informatio

n 

KR Kill Radiant KD Kill Dire 

DR Dead 

Radiant 

DD Dead Dire 

AR Assist 

Radiant 

AD Assist Dire 

GPMR Gold per 

Minute 

Radiant 

GPMD Gold per 

Minute Dire 

XPMR Experience 

per Minute 

Radiant 

XPMD Experience 

per Minute 

Dire 

LHR Last Hit 

Radiant 

LHD Las Hit Dire 

DNR Denied 

Radiant 

DND Denied Dire 

GR Gold 

Radiant 

GD Gold Dire 

 

The attributes contained in Table 1 will then be 

represented as dimensions that will be used in the 

optimization process with MSO, and prediction with 

LR. The number of dimensions that will be used is 

16 dimensions with one additional dimension, 

namely β0 which will be used as the search for the 

best solution. 

  

2.3 System Architecture 

The application development that will be used to 

predict victory in the DOTA 2 game includes several 

processes. The first process is to normalize the input 

data using z-score normalization. After the input 

data is normalized, then the normalized data will be 

optimized in the MSO training process. After getting 

the optimal solution from the MSO training process, 

the process carried out next is to do LR testing, in 

this process, the prediction will be done using the 

LR method. For the whole process, it can be seen in 

the following block diagram in Figure 2. 

 

 
Figure 2. Block Diagram of the System 

 



 

 

In the normalization process, the input data used 

is a CSV file format. The file contains data from the 

results of the match at The International tournament 

in the DOTA 2 game. The results of the 

normalization process will then go through the 

training process using MSO, this training aims to get 

the value of the best (optimal) solution. The optimal 

solution obtained, will then be saved into a file with 

XML format. The file that contains the best weight 

will then go through the testing stages using LR. At 

this test stage, the normalized test data will be 

processed to obtain prediction results using the 

optimal solution that has been obtained previously. 

The results of the predictions obtained will then be 

compared with the actual results on the actual data. 

Comparisons are made with the aim of getting the 

accuracy value of the method used. 

 

2.4 Normalization 

The data processing that is carried out to convert 

the initial data into another form that aims to 

maintain the range/scale of the data so that the data 

used is more appropriate for analysis is called the 

normalization process [8]. In this study, the method 

used to normalize is the z-score normalization. 

Calculations using the z-score normalization method 

can be done using the following equation [9]: 

 

𝑣ʹ =  
𝑣−�̅�

𝜎𝑥
                                             (1) 

 

There are several processes carried out in 

normalizing data. Following is a picture of the flow 

of the entire process carried out can be seen in 

Figure 3. 

 

 
Figure 3. Flowchart of Data Normalization Process 

  

In Figure 3, to calculate the value of the z-score, 

the mean and standard deviation of the data must be 

found first. To calculate the mean using the 

following equation [10]: 

�̅� =  
∑ 𝑥𝑖

𝑛
𝑖=0

𝑛
                                             (2) 

 

Whereas to calculate the value of the standard 

deviation the following equation is used [10]: 

 

𝜎𝑥 =  √
∑(𝑥𝑖−𝜇)²

𝑁
                               (3) 

 

If the calculation value of the standard deviation 

is only done on the sample data (not done on the 

whole data), then in the calculation the following 

equation is used [10]: 

 

𝑠𝑥 =  √
∑(𝑥𝑖−�̅�)²

𝑛−1
                                (4) 

 

In this study, the process of data normalization is 

carried out to maintain the range/scale of each 

dimension in the dataset having the same weight. 

 

2.5 Multi-Swarm Optimization 

One method of optimization in machine learning 

that can be used to estimate a solution to a complex 

numerical problem is Multi-Swarm Optimization 

(MSO) [11]. MSO method is one of the variations 

are developed based on the method of Particle 

Swarm Optimization (PSO) [11]. In 1995, for the 

first time, PSO was introduced by Eberhart and 

Kennedy [12]. MSO is part of Swarm Intelligence. 

Swarm Intelligence is one of the techniques of 

artificial intelligence that is based on collective 

behavior and can regulate itself [12].  

There are several parameters used in performing 

MSO optimization. The parameters used can be seen 

in Table 2 [5]. 

Table 2. MSO Parameters 

Parameters Value 

Swarm 4 

Particle 3 

Maximum Iteration 5 

Minimum Particle Position 

Limit 

-10 

Maximum Particle Position 

Limit 

10 

Minimum Particle Speed Limit -1 

Maximum Particle Speed Limit 1 

Inertia Weight (w) 0.729 

Cognitive Weight (c1) 1.49445 

Social Weight (c2)  1.49445 

Global Weight (c3) 0.3645 

 

In this study, in carrying out the optimization 

process using MSO the following steps are used 

[11]: 

1. Initialize random position and speed of 

particles. 

 At this stage, the use of swarm and particle 

counts will be determined, as well as 



 

 

randomly giving values to the position and 

speed of the particles. To initialize random 

particle positions the following equation is 

used [11]: 

 

 𝑥𝑖 = 𝑚𝑖𝑛𝑋 + 𝑟𝑖(𝑚𝑎𝑥𝑋 − 𝑚𝑖𝑛𝑋)         (5) 
 

 Whereas to initialize random particle 

velocity the following equation is used [11]: 

 

 𝑥𝑖 = 𝑚𝑖𝑛𝑋 + 𝑟𝑖(𝑚𝑎𝑥𝑋 − 𝑚𝑖𝑛𝑋)        (6) 

 

2. Evaluate the optimization of the function 

value of each particle. 

 Evaluation of the function value on each 

particle is carried out to get the particle with 

the best function value. The method used to 

get the function value is to use MSE (Mean 

Squared Error). Following is the equation of 

MSE used [9]: 

 

 𝑀𝑆𝐸 =
1

𝑛
∑ (𝑌𝑖 − �̌�𝑖)

2𝑛
𝑖=1                  (7) 

 

3. Determine bestPartikel. 

 bestPartikel is the best position of each 

particle. This position is the position 

currently occupied by the particle. 

4. Determine bestSwarm. 

 bestSwarm is the best position of each 

swarm. This position is the position currently 

occupied by Swarm. 

5. Determine bestMulti-Swarm. 

 bestMulti-Swarm is the best position of 

every Multi-Swarm. This position is the 

position currently occupied by Multi-Swarm. 

6. Update the particle speed (velocity). 

 Velocity value calculation is done to 

determine the new position for each particle 

with the provisions : 

a. If v > 1, then v = 1 

b. If -1 <= v <= 1, then v = v 

c. If v < -1, then v = -1 

Following is the equation used to determine 

velocity values [5]: 

 

 v (t+1) = w.v(t) + (c1.r1)(p(t)- 

   x(t))+(c2.r2)(s(t)- 

   x(t))+(c3.r3)(g(t)-x(t))      (8) 

 

7. Update the position of the particles. 

 After doing the new velocity calculation in 

equation (8), the next step is to do a 

calculation to determine the new particle 

position with the provisions : 

a. If t > 10, then t = 10 

b. If -10 <= t <= 10, then t = t 

c. If t < -10, then t = -10 

Following is the equation used to update the 

position of particles [11]: 

𝑥(𝑡 + 1)  =  𝑥(𝑡)  +  𝑣(𝑡 + 1)              (9) 

 

8. Doing repetition from step 2 until the criteria 

are met, the criteria are said to be fulfilled if 

it has gotten a good enough function value or 

if it has reached the maximum iteration limit. 

 

The following is the overall flow that is carried 

out in the optimization process using the MSO 

method can be seen in Figures 4 and 5. 

 

 
Figure 4. Flow Process of MSO Optimization 

 

 
Figure 5. Flow Process of MSO Optimization - 

Continued 

 

2.6 Logistic Regression 

Logistic Regression (LR) is one of the 

algorithms in machine learning that is used to do 

classification [13]. This method was developed by a 

statistician named David Cox in 1958 [13]. The 

purpose of the LR classification is to create a model 

that can analyze a dataset that has one or more 

independent variables that will affect the results of 



 

 

the dependent variable, the results of the dependent 

variable can be 1/0, yes/no, and true/false [13].  

In this study, the dependent variable used is 

won/lose. Following is the flow of the entire 

prediction process carried out using the LR method 

can be seen in Figure 6. 

 

 
Figure 6. Flow Process of LR Prediction  

 

In Figure 6, the dataset that has been through the 

stages of normalization and optimization, the dataset 

then will go into the next stages to evaluate the 

linear equation of z value and sigmoid function. 

Calculations in evaluating linear equations of z 

values can be calculated using equation [13]: 

 

𝑧 =  𝛼 +  𝛽1𝑋1+ . . .  + 𝛽𝑘𝑋𝑘                 (10) 

 

Whereas the calculation of sigmoid function 

values can be done using equation [13]: 

 

𝑓(𝑧) = 1/(1 + 𝑒^(−𝑧) )                 (11) 

 

 

The results of the calculation of sigmoid 

functions using equation (11), will produce values 

with a range (0, 1). The results will then be 

classified into two classes, namely win and lose with 

the provisions: 

a. If f(z) <= 0.5, then f(z) = false (lose) 

b. if f(z) >= 0.5, then f(z) = true (win)  

The results of these predictions will then be 

compared with the actual results in the dataset to 

find out the accuracy values obtained from the 

method used. 

 

2.7 Test Result 

Tests are carried out through five stages, namely 

swarm number testing, particle number testing, 

iteration number testing, position limit testing, and 

speed limit testing. Each test will be carried out 10 

times and the lowest average value will be taken 

from all the tests that have been done. After getting 

the best value of all parameters, then predictions will 

be made to the dataset using the best parameters. 

 

2.7.1 Swarm Number Testing 

Swarm testing is carried out to find out the 

number of swarms that need to be used to get the 

optimal (best) function and weight values. The 

function value here is the error value or error value, 

where the best error value is the smallest value. The 

number of swarms used in this test is 1, 2, 3, 4, and 

5. The results of the number of swarm tests that have 

been carried out can be seen in Table 3. 

 

2.7.2 Particle Number Testing 

Testing the number of particles carried out to 

determine the number of particles that need to be 

used to get the optimal value of the function and 

weight (best). The function value here is the error 

value or error value, where the best error value is the 

smallest value. The number of particles used in this 

test is 3, 6, 9, 12, and 15. The results of the number 

of particles tested can be seen in Table 4. 

 

 

 

 

Table 3. Swarm Number Testing 

Table 4. Particle Number Testing 



 

 

2.7.3 Iteration Number Testing 

 Testing the number of iterations is done to find 

out the number of iterations that need to be used to 

get the optimal (best) function and weight values. 

The function value here is the error value or error 

value, where the best error value is the smallest 

value. The number of iterations used in this test is 

10, 20, 30, 40, and 50. The results of testing the 

number of iterations that have been done can be seen 

in Table 5. 

 

2.7.4 Position Limit Testing 

 Position limit testing is done to find out the 

position limit that needs to be used to get the optimal 

(best) function and weight value. The function value 

here is the error value or error value, where the best 

error value is the smallest value. The position limits 

used in this test are (-5, 5), (-10, 10), (-15.15), (-20, 

20), and (-25, 25). The results of the position limit 

test that have been made can be seen in Table 6. 

 

2.7.5 Speed Limit Testing 

 Speed limit testing is done to find out the speed 

limit that needs to be used to get the optimal (best) 

function and weight value. The function value here 

is the error value or error value, where the best error 

value is the smallest value. The speed limits used in 

this test are (-1, 1), (-2, 2), (-3, 3), (-4, 4), and (-5, 5). 

The results of the speed limit test that have been 

carried out can be seen in Table 7. 

2.7.6 Conclusion Testing Methods 

From the overall tests conducted, the following 

are the best parameters obtained to produce optimal 

function values and weights. Here are the best 

parameters obtained during the testing process : 

a. Particle position limit : (-10, 10) 

b. Particle speed limit  : (-1, 1) 

c. Number of swarms  : 3 

d. Number of particles  : 15 

 

 

e. Number of iterations  : 40 

f. Weight of inertia (w)  : 0.729 

g. Cognitive weight const (c1) : 1.49445 

h. Social weight const (c2) : 1.49445 

i.  Global weight const (c3) : 0.3645 

Initialization of the position and speed of 

particles carried out randomly will produce different 

optimization results even though using the same 

parameters.  

 

Therefore, by using the best parameters obtained 

from the test, then optimization will be carried out 

10 times by using the best parameters obtained. The 

results of the optimization can be seen in Table 8. 

 

 

 

 

 

Table 5. Iteration Number Testing 

Table 6. Position Limit Testing 

Table 7. Speed Limit Testing 

Table 8. Optimization Result 



 

 

From the optimization results obtained through 

10 tests conducted, the lowest accuracy value is 

95.76% and the highest accuracy value is 97.51%. 

Following are the best weights obtained at the 

lowest accuracy values can be seen in Tables 9 and 

10. 

 

Table 9. Best Weight of Lowest Optimization 

Results 

 
 

Table 10. Best Weight of Lowest Optimization 

Results - Continued 

 
 

By using the best weights, the lowest 

optimization results in Tables 9 and 10, we get the 

results of the accuracy of the predicted victory of the 

match with the results of the comparison as follows 

in Table 11. 

 

Table 11. Lowest Comparison Results 

Total 

Data 

True 

Comparison 

Total 

False 

Comparison 

Total 

Accuracy 

401 384 17 95.76% 

 

While the best weight obtained at the highest 

accuracy value can be seen in Tables 12 and 13. 

 

Table 12. Best Weight of Highest Optimization 

Results 

 
 

Table 13. Best Weight of Highest Optimization 

Results - Continued 

 
 

By using the best weighting, the highest 

optimization results in Tables 12 and 13, the results 

obtained are accurate predictions of victory matches 

with the results of the comparison as follows in 

Table 14. 

 

Table 14. Highest Comparison Results 

Total 

Data 

True 

Comparison 

Total 

False 

Comparison 

Total 

Accuracy 

401 391 10 97.51% 

 

From the comparison of the results on the test 

data with the prediction results, by using the best 

weight the lowest optimization results, the same 

comparison results were obtained as many as 384 

data with the results of different comparisons of 17 

data and an accuracy rate of 95.76%. Whereas by 

using the best weight of the highest optimization 

results, the same comparison results were obtained 

with 391 data with different comparison results of 

10 data and an accuracy rate of 97.51%. These 

results indicate that the method used can produce 

optimal solutions. 

 

3. CLOSING 
Based on the results of research that has been 

done, it can be concluded that the application of the 

Logistic Regression (LR) method with the 

optimization of Multi-Swarm Optimization (MSO) 

in predicting victory in the DOTA 2 game in this 

system can produce excellent weighting through the 

optimization process, the weight is then used in the 

process of predicting matches using the Logistic 

Regression method and produces the lowest 

accuracy rate of 95.76% with the highest accuracy of 

97.51%. 

This research can be developed by increasing the 

number of features that affect the prediction process, 

one of which is an item that greatly influences the 

running condition of the game during the game. 

Adding some features such as prediction feature 

based on character selection in the game, or based 

on the players who play the DOTA 2 game can also 

be done since data access in various kinds of 

matches is easily available. 
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